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Problem:

Bottlenecked multi-label classifiers [

'have outputs that cannot be predicted.

Bottlenecked Sigmoid Layers (BSL)

P(yi|x) =0 (w"'x)

Clinical Document , ,
= o — Septicemia

i fi ion: . .
Name: lohn Doe < X1 D o + Anemia
Age: 45
Segx:. Male I_I_I 8
I(\:/I:f:hcal Recorc{ N'umbejr: 123456789 5 © X2 5 .QD _|_ In fluenza

ief Complaint: Fatigue, weakness, % O - g .W
shortness of breath, fever, and confu- (@)
sion. o (D : E . . .
Impression/Diagnosis: D (Q—JI- . E g T Vlral Pneumonla
Anemia due to chronic disease. w cC
Influenza A infection. Sepsis secondary PR .
to pneumonia. ’ M _Xd_ . .

BSL: n > d. A linear sigmoid output layer is bottlenecked when its parametrisation, W,
is low-rank: the number of input features, d, is less that the number of output labels, 7.

Un-argmax-able Adjective

An output that is impossible to predict irrespective of input.

BSLs must have unargmaxable label assignments!
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cannot be predicted.

Label Assignments
Argmaxable (%)

Log-plot of what percentage of the 210"

label assignments is argmaxable for a
BSL with n = 1000. The percentage

drops exponentially as we shrink d.

In a d = 2 feature space with n = 3
classification hyperplanes, only 6/8 of
label assignments can be predicted.

But... Datasets are sparse (k-active y)

k = Number of + iny, eg. — + — + — — = 2-active

n = 20000
k<50

Can we guarantee all k-active label assignments
are argmaxable?

Yes. There are W € R™*(25+1) guch that all k-active labels
are argmaxable (see Thm 4 in paper). E.g.: DFT Matrix.
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Solution: We design a classifier which guaran-
tees that sparse outputs can be predicted.

Discrete Fourier Transform (DFT) Layer
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BSL — DFT Layer:
Replace W by W ppr.
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Result: d = 3 feature space with n = 6 classification
hyperplanes formed by W ppr. All 1-active label
assignments are argmaxable. See footer for 3D vis.

DFT Layer has argmaxability guarantees
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DFT Layer is more efficient

DFT (d=100) outperforms BSL (d=200)
BioASO / while being ~ 50% more parameter efficient
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Conclusion

BSLs must have unargmaxable label assienments. However,
since our datasets are often sparse, we can use a DF'T layer
to guarantee the outputs of interest are argmaxable.
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